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Abstract—Efficient spatial navigation is a hallmark of the mam-
malian brain, inspiring the development of neuromorphic systems
that mimic biological principles. Despite progress, implementing
key operations like back-tracing and handling ambiguity in bio-
inspired spiking neural networks remains an open challenge.
This work proposes a mechanism for activity back-tracing in
arbitrary, uni-directional spiking neuron graphs. We extend the
existing replay mechanism of the spiking hierarchical temporal
memory (S-HTM) by our spike timing-dependent threshold
adaptation (STDTA), which enables us to perform path planning
in networks of spiking neurons. We further present an ambiguity
dependent threshold adaptation (ADTA) for identifying places in
an environment with less ambiguity, enhancing the localization
estimate of an agent. Combined, these methods enable efficient
identification of the shortest path to an unambiguous target. Our
experiments show that a network trained on sequences reliably
computes shortest paths with fewer replays than the steps required
to reach the target. We further show that we can identify places
with reduced ambiguity in multiple, similar environments. These
contributions advance the practical application of biologically
inspired sequential learning algorithms like the S-HTM towards
neuromorphic localization and navigation.

I. INTRODUCTION

Localization is an important process of many navigation
systems, providing the ability to know where in the world
you are based on a variety of sensory modalities [1], [2].
Modern techniques that perform localization often rely on
supervised deep-learning architectures, which require manually
labeled datasets that can require high energy consumption,
with long training and deployment times [3]. Therefore,
there is significant interest in exploring alternative computing
architectures that can be used for real-world scenarios in robotic
deployment on size, weight and power (SWaP) constrained
platforms.

A promising direction for such navigation systems is
neuromorphic computing, which is inspired by the dynamics
of biological neurons. Neuromorphic systems have been shown
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Fig. 1. (Left) The uni-directionally connected network graph during replay,
initiated at A and with two paths to the target G. Shown are a replay without
back-tracing and two replays with back-tracing, i.e. with neuronal activity
traced backwards from target to start. (Right) The activity of the neuronal
populations visualized with timing, demonstrating that threshold adaptation in
combination with activity back-tracing enables path planning in SNNs.

to perform low-power, low-latency operations in many appli-
cations [4]–[9]. Neuromorphic systems are highly specialized
accelerators for spiking neural networks (SNNs), which operate
on the principle of massively parallel, asynchronous, sparse
data processing and representations to achieve energy and com-
putational efficiency [10]–[12]. Nonetheless, the development
of neuromorphic computing faces important open questions,
particularly in the selection of neuron models and learning
algorithms that optimally utilize the diverse set of existing
neuromorphic hardware [12]–[17].

While many models and learning rules for SNNs are inspired
by biology, an alternative approach is to adapt classical
algorithms and data structures, which have shown to be efficient
or optimal, to the unique architecture of SNNs [18]–[20].
Although SNNs are often recurrent, their connections are
largely uni-directional with limited ability to propagate infor-
mation backwards for network learning [21]–[26]. In addition
to back-propagation, the concept of information back-tracing
is a foundational technique to many graph and navigation
algorithms that are based on Dijkstra’s algorithm [27]. There
is, however, no adequate implementation of back-tracing for
SNNs yet.
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Most existing graph-based SNN algorithms implement
a backwards flow of information by altering the network
structure or dynamics by introducing additional backward
connections [28], [29] and plasticity rules [30], respectively.
Shortest path algorithms for SNNs also commonly require
the nodes (locations) in the graph to be represented by a
single neuron [29]–[31], even though most biological and
neuromorphic navigation studies agree on the advantages of
population codes for location representations [32]–[35].

In this work, we investigated the issue of information back-
tracing in a uni-directionally connected SNN, where a location
is represented by a population code, with a focus on localization
and navigation problems. For this purpose, we interpret the
abstract symbols introduced by the S-HTM as places in the
same way that conventional topological localization systems do
[36]–[38]. We then propose a novel approach to neuromorphic
back-tracing that exploits the temporal dynamics of neurons in
an SNN in the context of a simulated spatial navigation task,
as shown in Fig. 1. Specifically, our contributions are:

1) Introducing a spike timing-dependent threshold adapta-
tion (STDTA) for activity back-tracing in arbitrary uni-
directional spiking neuron graphs through replay.

2) Demonstrating the effectiveness of our approach in navi-
gation tasks, achieving shortest path planning with fewer
replays than steps from start to goal.

3) Development and demonstration of an ambiguity depen-
dent threshold adaptation (ADTA) method which identifies
places with lower ambiguity, potentially enabling localiza-
tion improvements after shortest path determination with
STDTA.

4) Code extensions to our openly accessible framework for
the S-HTM with code being publicly available at https:
//github.com/dietriro/neuroseq.

II. RELATED WORK

In this section, we review related work that covers the SNN
model used in our simulations (Section II-A), neuromorphic
navigation and localization (Section II-B), and finally path
planning and back-tracing (Section II-C).

A. Hierarchical Temporal Memory Model

Our work is based on the hierarchical temporal memory
(HTM) that models sequential processing in the neocortex
of mammalian brains [39]. We further draw inspiration from
both, pre-play activity of neurons in the Hippocampus that
predicts future paths [40]–[42] and Theta phase precession,
defined by unique temporal signatures of neuronal activity in
the Hippocampus [43], [44]. The HTM uses multi-compartment
neuron models with active dendrites in combination with
structural spike timing-dependent plasticity (sSTDP) to learn
sequences, predict future symbols, and replay already learned
sequences [45]. While it was shown to be effective in ap-
plications such as anomaly detection [46] and visual place
recognition [47], its abstract, binary implementation, however,
does not include any neuronal dynamics close to biology.

The S-HTM [48], a spiking version of the HTM, attempts
to close this gap. Unlike the original HTM, which uses
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Fig. 2. The network structure of our version of the S-HTM after learning two
sequences (brown, turquoise) from the environment shown in Fig. 1. Akin to
the original S-HTM [48], our version consists of excitatory subpopulations
Ml, one for each location l. Each of these subpopulations is equipped with
an inhibitory neuron Il, which is active during prediction and replay. The
newly introduced global inhibitory neuron Ī receives excitatory input from all
local inhibitory neurons and maintains inhibitory connections to the excitatory
subpopulations. It is only active during replay, to enable path selection by
inhibiting alternative, slower paths. Adapted from [51].

a distributed columnar structure, it organizes neurons into
subpopulations (M), each representing a distinct symbol, such
as MA for the start location (see Fig. 2). These subpopulations
are managed by external and inhibitory neurons to control acti-
vation levels and ensure selective firing. The model implements
spiking multi-compartment neurons that receive predictive
inputs and trigger symbol onset, enabling the prediction of
future states through connections learned by an sSTDP learning
rule. By reducing the spike threshold of the excitatory neurons,
the dendritic prediction alone is sufficient for causing a neuron
to fire. With this mechanism, previously learned sequences can
be replayed by triggering the first symbol of a sequence only
(see Fig. 2). While the S-HTM successfully replicates HTM
functionality with enhanced biological plausibility, it remains
primarily focused on biological feasibility rather than practical
real-world or hardware applications, although its suitability for
neuromorphic computing has already been demonstrated [49],
[50]. Here, we use the S-HTM in a shortest path planning task
for localization and navigation for a real-world use case.

B. Neuromorphic Localization and Navigation

Several neuromorphic systems have been proposed for local-
ization and navigation. This includes spiking and non-spiking
neural network architectures [52]–[55], insect-brain inspired
approaches for route following and goal-directed homing
tasks [56], and more comprehensive approaches to localization
that fuse neuromorphic sensors, hardware, and algorithms
to perform visual place recognition to estimate an agent’s
position in the world [57]–[65]. Non-spiking neuromorphic
approaches also demonstrate impressive performance across
different functions, such as deployment on tiny drones for
small-scale navigation and mapping or the aforementioned
route following task [54], [55]. These results highlight the
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potential of neuromorphic principles and algorithms across a
range of tasks, not limited just to navigation and localization.

C. Path Planning and Back-Tracing

Numerous graph-based path planning and search algorithms
use a variant of Dijstrak’s algorithm, and therefore back-tracing,
at their core [27], [66]–[74]. In brief, these algorithms typically
begin at a specific node in the graph and continue searching
until the target node is found. Then, back-tracing traverses the
graph in reverse order to trace a path from a target back to the
start. This differs to back-propagation [25], [26] in that it does
not carry gradient information but rather focuses on identifying
specific sequences of nodes. The ability to perform back-tracing
in SNNs shows promise to be utilized in neuromorphic robotic
localization and navigation tasks, where sequences of nodes
correspond to recognizable places in the world, due to its
inherently sequential process.

To perform the back-tracing step of path planning in
SNNs, existing approaches often introduce additional back-
ward connections, or explicitly reverse the direction of the
computation [28], [29]. Alternatively, the shortest path can be
determined by increasing connection weights during inference
using plasticity rules [30] or entirely removing the weights of
all other connections [75]. Both approaches, however, perma-
nently modify the network’s connections, thereby influencing
potential future searches. Others used axonal delays based
on environmental circumstances in combination with a list of
spikes [76], or generated tables of neuronal spike times for
back-tracing [77], [78]. These methods all share the need
for additional mechanisms to determine the shortest path,
whether through extra learning processes, delays, or backward
connections. Neither of these methods shares our aim of
enabling path planning through back-tracing in sequentially
learned SNNs, where a location is represented by multiple
neurons.

III. METHODOLOGY

Our method builds upon the previously developed S-HTM
[48], which offers the ability to replay learned sequences. The
S-HTM model is capable of switching between a prediction
mode, where it learns sequences of symbols, and a replay
mode, where it is recalling or planning existing ones. The
replay process is mitigated by adjusting activation thresholds
of the neurons within the network after the prediction phase.
This adjustment enables the network to activate neurons based
solely on internal predictions, removing the need for external
signals. A replay is then triggered by an external stimulus
presented to the neuronal subpopulation representing the start
of a sequence. A chain of activity then moves through the
learned sequences of symbols until they all naturally conclude.
This dynamic process is visualized in Figs. 2 and 3.

We will first discuss preliminaries for the implementation
of our S-HTM model in Section III-A, before introducing our
approach for path planning by information back-tracing in a
trained S-HTM network with a pre-defined start and target
location (Section III-B). We then describe a modification of
this approach, which solves the place disambiguation problem,

i.e. finding a less ambiguous or unique place for improving a
location estimate (Section III-C). We use the example illustrated
in Fig. 3 throughout this section to explain both methods.

A. Preliminaries

In our localization and path planning task using the S-HTM,
each neuron subpopulation Ml represents a specific location
l in a 2D environment (e.g. l ∈ {A,B,C, ...}). We therefore
also refer to these subpopulations as locations throughout
this manuscript. These subpopulations are connected based on
learned sequences [48]. The trained network can be interpreted
as a directed graph, where each node (neuronal subpopulation)
corresponds to a place and the edges (connections) act as
pathways between them (Fig. 3a). This structure allows us to
determine the shortest path by navigating through the network
of spiking neurons, akin to finding the shortest path in a
traditional graph. We use this sequence learning mechanism
(prediction) of the original S-HTM [48] to generate these
directed graphs of spiking neurons. Our path planning and
place disambiguation algorithms are then built around the
existing replay mechanism [48].

The structure of the network is shown exemplary in Fig. 2.
In addition to the local inhibitory neuron Il per excitatory
subpopulation Ml [48], we introduce an additional global in-
hibitory neuron Ī . This neuron receives excitatory connections
from the local inhibitory neurons and maintains an inhibitory
connection to each excitatory subpopulation. This way, only
one global inhibitory spike is triggered for all subpopulations,
even if multiple subpopulations are active concurrently, such as
locations C and D in Fig. 2. The global inhibition is necessary
to enable the subpopulations belonging to the shortest path to
inhibit subpopulations belonging to alternative paths.

B. Shortest Path Finding in SNNs

Target selection: The first step of our proposed method
for shortest path finding in a sequentially connected S-HTM
network is the activation of a start subpopulation Ω. Prior to
triggering the first replay, however, we adapt the threshold
θMΦ

of the membrane voltage before the first replay (r0) for
the entire excitatory subpopulation MΦ of the target location
Φ as follows:

θMΦ
(r0) = θMΦ

(r0) · λΦ, (1)

with λΦ defining the target threshold rate. In the example
presented in Fig. 3 the start population is defined as Ω = A
and the target location as Φ = G. The update (Eq. 1) in
this example is then performed for the target MG before the
first replay (Replay 2) of the path planning is initiated. In
subsequent replays, the path is then back-traced through the
subpopulations representing C and B, until the start location A
is reached.

The replay process is initiated by an external stimulus
presented to the start subpopulation MA. Due to the threshold
reduction (Eq. 1) applied to the target neuron subpopulation
MG before the first replay, its firing time is shifted forward in
time (Fig. 3b, Replay 1, purple). This adjustment causes MG

to inhibit neurons in ME through the global inhibitory neuron
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rule, resulting in a threshold adaptation for MC . During the final replay, this leads to an inhibition of the competing subpopulation (path) MD , resulting in
neuronal activity representing the final shortest path.

Ī, which otherwise would have fired concurrently with MG

during Replay 2 (Fig. 3b, red arrows). As a result, all alternative
paths are suppressed by the global inhibition, i.e. populations
ME and MF . However, multiple paths remain active between
populations MC and MD (Fig. 3b), necessitating an additional
mechanism to inhibit these intermediate, alternative paths.

Back-tracing learning rule: To address the limitation of
unidirectional connections in S-HTM networks, we introduce
a method to back-trace path information without the need
for additional backward connections. Instead of modifying
the network architecture, we update the firing thresholds of
the respective membrane potentials (θMl

) through a series
of replays. This approach enables the network to inhibit
alternative paths by performing a spike timing-dependent
threshold adaptation (STDTA) based on learned sequences.

After each replay iteration throughout the replay process,
the threshold of a neuronal subpopulation Mm is adapted if
the spike time between that subpopulation and its connected
subsequent subpopulation Mn is within a certain range:

∆tbmin < ∆t(i, j) < ∆tbmax, (2)

with ∆tbmin and ∆tbmax denoting the lower and upper bound,
respectively, for the time difference ∆t(i, j) between a pre-
synaptic spike of neuron i ∈ Mm and a post-synaptic spike of
neuron j ∈ Mn. The pre-synaptic subpopulation Mm further
needs to maintain a minimum number of connections to Mn

in order to activate the STDTA:

Ncon(i, j) > ρ, (3)

with ρ denoting the targeted number of active neurons for

a single context within a subpopulation. This rule assures
that a pre-synaptic subpopulation m is only considered for an
update if it maintains enough connections to the post-synaptic
subpopulation n to have potentially triggered its activation.

Finally, the threshold for each subpopulation Ml satisfying
both of these constraints is updated after every replay r:

θMl
(r) = θMl

(r − 1) · λb, (4)

with θMl
(r−1) denoting the value θMl

at the previous replay
(r − 1) and λb defining the back-tracing rate.

In the example depicted in Fig. 3b, the threshold for
subpopulation MC is thus decreased because it maintains
connections to MG and the spike time difference ∆t(C,G)
between MC and MG is lower due to the reduced threshold of
MG. Conversely, the threshold for subpopulation MD remains
unchanged, since it does not maintain any connections to MG

and no other populations were active after MD during the
second replay. This selective threshold adjustment based on
spike times effectively inhibits non-optimal paths, ensuring that
only the shortest path in the network is active.

This process ultimately results in a single, shortest path from
the start to the target subpopulation being active during the final
replay (see Fig. 3b, Replay 3). In this step, the reduced threshold
(Replay 2, purple arrow) causes neurons in MC to spike earlier,
thereby inhibiting the neurons in MD (Replay 3, red arrows).
In this toy example, the back-tracing process required only
one replay step. However, in larger environments, this process
may require multiple replay steps, equal to the number of
intermediate locations with overlapping active populations (e.g.,
MC and MD in this example).



C. Place Disambiguation in SNNs

Population encoding for unique places: In the previous
section, we described a solution to the general path planning
problem with a pre-defined start and goal location. There are,
however, cases, where the goal location is not known a priori,
such as in the case of localization. When a person or an agent
is placed in a new environment at an ambiguous location, such
as the beginning of a hallway that looks the same on many
floors, finding a less ambiguous location to localize oneself
becomes a crucial task. An example for such environments is
shown in Fig. 3a (Top). The two environments visualized here
are almost identical, besides location G, which is only present
in Environment 1. Since location G can only occur in a single
context, a smaller subset of neurons from subpopulation MG

would be active during a replay, compared to the other, aliased
locations (e.g. ME). It is therefore considered advantageous to
visit location G in order to improve the location estimation of
the agent and distinguish between the Environments 1 and 2.

Ambiguity dependent threshold adaptation: To distinguish
ambiguous from more unique places, we propose a rule for
adaptive neural thresholding based on the ambiguity of a place,
i.e. the activity of the entire subpopulation. We define this rule
as an ambiguity dependent threshold adaptation (ADTA). A
subpopulation of neurons representing a symbol can constitute
multiple different contexts. The number of contexts each
subpopulation can represent is determined mainly by the target
number of neurons per context (ρ) and the total number of
neurons within the subpopulation (N ). After learning, the
ambiguity is hence a direct correlation between the number
of active neurons within a subpopulation and the number of
contexts represented by these neurons. We use this property
of the network to define the threshold update for all neurons
in subpopulation Ml as follows:

θMl
(r) = θMl

(r) · eγ(Fa−Fρ) · λa, (5)

with

Fa =
N act

l

Nl
and Fρ = ρ

Nl
, (6)

where Fa and Fρ define the fraction of active and targeted
(per context) neurons, respectively. The threshold adaptation
rate based on ambiguity is defined by the variable λa. The
total number of excitatory neurons in Ml is defined by the
parameter Nl. The number of active neurons in Ml is defined
by N act

l and determined by grouping the spikes within the
respective subpopulations for each replay individually. The
slope of the exponential increase or decay is defined by γ as
follows:

γ =

 γ+ if Fa ≥ Fρ,

γ− else.
(7)

This threshold adaptation is applied after the STDTA update
and results in an additional shift of the firing time for neurons
relative to the fraction of active neurons in a subpopulation.
This is shown for Replay 1 in Fig. 3b, where only one group
of neurons (one context) is active for MG opposed to all
other subpopulations, maintaining two active contexts each.

The threshold for MG is thus reduced based on the ADTA
rule (pink arrow). Due to the reduced threshold, the neurons
in MG subsequently fire earlier during Replay 2, akin to the
behavior of the same population in the previous path planning
scenario. This consequently results in an inhibition of the
other subpopulations (ME) by the global inhibitory neuron Ī ,
preventing them from firing at all (red arrows). After this step,
the same process as described in Section III-B is carried out
to identify the shortest path to this new, unambiguous target.

IV. EXPERIMENTAL RESULTS

In this section, we introduce the experimental setup, the
software and parameters used for our evaluations (Section
IV-A). The experiments presented thereafter are separated into
two parts. First, we evaluate the path planning capabilities with
a specified target in Section IV-B. Subsequently, we analyze
the performance of the network for place disambiguation in
Section IV-C.

A. Experimental Setup

The presented algorithm was developed and implemented
in the spiking network framework PyNN [79], with the NEST
simulator as a backend [80], and is built on previous work [48],
[49]. The general process we use for performing the replay
as well as most of the parameters are the same as presented
in earlier studies [48], [51]. Deviations from the process or
parameters are mentioned in the following and throughout the
remaining evaluation where applicable. The parameter changes
are summarized in Table I. We set the random seed responsible
for, e.g, sampling the connections between subpopulations to
a constant value of 5 for all experiments.

We define the ambiguity α of a location l as the number of
occurrences in a set of partially overlapping environments:

α(l) = o(l, E), (8)

where o(l, E) defines the number of occurrences of location l
in a set of environments E. A location l1 which occurs once
in a set of environments therefore has the lowest ambiguity
value of α(l1) = 1 while a place l2 occurring in x of the
given environments has a value of α(l2) = x. This value is
also directly proportional to the number of neurons active for
a place during replay:

N̄act
l = α(l) · ρ, (9)

where N̄act
l is the targeted number of active neurons per

subpopulation defined in the parameters.
For the threshold update in Eq. 5, we set γ+ = −8 and

γ− = 20 for all experiments. We identified suitable values for γ
by hand, which yielded good results for the examples described
in this section, the value of which would change with different
required network parameters, especially the maximum target
offset. The upper threshold for the back-tracing update ∆tbmax
was selected to guarantee that only subpopulations with active
connections to a post-synaptic subpopulation which already has
a reduced threshold are updated. This value fluctuates based
on the environments, connections, and initializations and is
therefore slightly different in the path-planning experiment
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than in the ambiguity experiments. We increase this value for
the ambiguity-02b experiment to explicitly allow the update
for all active subpopulations.

All networks used in our experiments have been trained
for 50 epochs on a set of sequences in the same way as
presented in previous works [48], [51]. The start location for
all sequences is chosen to be A. We assume that, during training,
the start location as well as the onset of a new sequence is
known. Hence, we activate a sparse, sequence specific firing
of the start subpopulation [48]. When switching from training
to replay mode, we once set the neuronal threshold for all
populations l to θMl

= 6.5 to enable somatic spikes being
triggered solely by dendritic input [48]. We then perform a
number of replays until the network converges to a solution.
There is currently exists no automated stop condition for the
replay process.

TABLE I
THE PARAMETERS USED IN EACH OF THE PATH PLANNING AND PLACE

DISAMBIGUATION EXPERIMENTS.

Experiment N ρ ∆tbmax λΦ λb λa

path-planning (Fig. 4) 21 3 58 0.8 0.9 -
ambiguity-01 (Fig. 5) 21 3 55 - 0.9 0.2
ambiguity-02a (Fig. 6a) 21 3 55 - 0.9 0.2
ambiguity-02b (Fig. 6b) 21 3 60 - 0.9 0.2

B. Shortest Path Finding in SNNs

We evaluated the path planning capabilities of the S-HTM
on a single environment which is shown in Fig. 4a. The
environment consists of 10 unique locations. The network
is trained on two sequences ([A, B, C, F, H, J], [A, B, C, D,
E, G, I, J]), where the first one constitutes the shortest path to
the target J and the second one a longer, alternative path.

The results, shown in Fig. 4b, demonstrate that the network
is capable of calculating the path from the start location A to
the target location J within three iterations of replay. During
the first replay, the active neurons in subpopulation J fire earlier
compared to the ones in G, due to the reduced threshold of
the neurons in J for being in the target subpopulation. The
neurons in MJ therefore trigger a globally active inhibition
(red) and prevent MG from firing. The reduced threshold of
MJ consequently leads to an earlier spike time of MJ with
respect to the spike time of the previous location MH .

Based on the learning rule presented in Section III-B, the
threshold for all neurons in MH gets reduced according to
Eq. 4. Therefore, this subpopulation of neurons inhibits the
neurons in ME during the second replay. This two-step process
is visualized separately in the zoomed clippings in Fig. 4b for
the inhibition triggering, earlier spiking population MJ (top),
the inhibited population MG (center), and the subpopulation
receiving a threshold update through STDTA MH (bottom).
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Fig. 5. (a) A graphical representation of the environments used for the place disambiguation experiments, environments 1 and 2 are used for the first experiment
and all three for the second. (b) The results of the first place disambiguation experiment for environments 1 and 2, with the events for all neuronal populations
(top), the final path of active neuronal populations (right), and the thresholds throughout the replay phases (bottom). The neuronal events are depicted as in
Fig. 4c, except for the newly introduced ADTA updates due to reduced ambiguity (pink).

The same mechanism is applied to the subpopulation MF ,
which then inhibits MD during the final (third) replay. The
activity is successfully propagated backwards to the first
common location C, leaving only one path of subpopulations
to the target J active, the shortest path. As demonstrated
by this experiment, the number of replays required for an
arbitrary path calculation is always equal to the number
of locations (subpopulations) within a shortest path where
another subpopulation is active as well, i.e. the number of
simultaneously active locations. Therefore, in most scenarios,
much less replays are required than the number of total steps
to a goal, since there is usually an overlap between paths.

C. Place Disambiguation in SNNs

In the second part of our experiments, we evaluated the abil-
ity of the presented method to identify unique or less ambiguous
places in two different scenarios. The first scenario uses two
very similar environments to demonstrate the general capability
of the algorithm to find unique places in environments with
many ambiguous places and subsequently identify the shortest
path to it. The second scenario adds another environment to
analyze the behavior of our learning algorithm when multiple
levels of ambiguity exist among the different places in the
environments. The sequences used for training the networks
include all possible paths from the start location A to any final
location in the respective environments, e.g. E and D in the
first environment (Fig. 5a).

Binary disambiguation: The first two environments share
the center part (A, B, C, D), while both include one unique
location (E and F respectively). The unique location in the
first environment (E), however, is one hop further away from
the start location A. We would therefore expect the network to
prefer location F over E. The results for these experiments are
shown in Fig. 5. They demonstrate that the network identifies
the two unique places E and F during the first replay and

reduces their threshold thereafter (pink) based on Eq. 5. Since
MF , however, spikes earlier than ME , it inhibits population
MC , which leads to the alternative unique place. Therefore,
while the firing thresholds of the neurons in both populations
are reduced, only the one that is closest to the start population
in the number of steps wins. In this example, the activation
does not need to be back-traced further as this initial inhibition
of MC during the second replay is sufficient for identifying a
single path to the closest unique place F (Fig. 5b, right).

Multiple ambiguities: In our second place disambiguation
experiment, we demonstrate not only the back-tracing of the
path to the goal but also analyze the replay behavior in the
presence of multiple places with varying ambiguity. For this
purpose, we added Environment 3 to our world, which shares
the previously unique place F with Environment 2. The only
unique place remains E (α(E) = 1), while F and D become
more ambiguous (α(F ) = α(D) = 2) in this new scenario,
ranking now between place E and the center part (A, B, C with
α = 3).

Depending on the target application there can be two desired
outcomes for this scenario. Either the closest place with reduced
ambiguity is targeted (F) or the place with the least ambiguity
is targeted regardless of the distance (E), therefore place D
should never be selected as the target. The default behavior of
the network, using the parameter configuration of the previous
experiments, is shown in Fig. 6a. It results in the first behavior,
as it always targets the closest place that is less ambiguous
than other equidistant places. In this experiment, the upper
spike timing threshold of the back-tracing ∆tbmax is chosen to
be small enough to only allow updates for neurons, whose
post-synaptic neuron already has a reduced threshold, i.e. an
earlier spike time leading to a ∆t(i, j) < ∆tbmax.

Opposed to this, an increase of this parameter eventually
enables a spike threshold update (STDTA) for each subpop-
ulation that precedes another active subpopulation during
replay. This potentially enables subpopulations to inhibit other
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Fig. 6. The results of the second place disambiguation experiment, including all three environments (Fig. 5a). Two separate runs, a and b, are shown with
different parameters, one is favoring the closest place with reduced ambiguity (a), the other favors the place with minimal ambiguity but higher distance to the
start location. For each experiment, the events for all neuronal populations are shown (top) and the thresholds throughout the replay phases (bottom) are
visualized. The neuronal events are depicted as in Fig. 5b.

subpopulations representing locations with less but not the least
ambiguity, such as the location F. We tested this behavior on the
given environments with ∆tbmax = 60. The results, visualized in
Fig. 6b, show that, although the threshold for MF is reduced
after the first replay, the overall threshold adaptation outweighs
this reduction. This allows the back-tracing of the path to the
least ambiguous location E within the next round of replay.

This behavior is governed by the upper spike timing threshold
of the back-tracing ∆tbmax, the back-tracing rate λb, the
ambiguity dependent threshold adaptation rate λa, and the
slope of the exponential increase/decay defined by γ (see
Eq. 5). Each of these parameters influences the behavior in its
own way. Suitable parameter combinations therefore have to
be found individually for different situations.

V. CONCLUSION AND FUTURE WORK

In this paper, we have presented a novel technique for
shortest path finding and place disambiguation in spiking neural
networks applied to navigational tasks. Through spike timing-
dependent threshold adaptation (STDTA), our network is capa-
ble of back-tracing activity from a target to a start population
of neurons by modulating the firing activity (threshold) of
the neurons. We demonstrated that this mechanism is capable
of effectively inhibiting alternative, longer paths during a set
of replays. We further showed that the number of replays
required is generally limited by the number of places in the
shortest path. Beyond that, we introduced a novel method
for identifying places with reduced ambiguity, which shows
promise for improving the localization estimate of an agent.
We showed that, by using an ambiguity dependent threshold
adaptation (ADTA) rule, we can identify places with reduced
ambiguity and distinguish between places with different levels
of ambiguity.

We thereby laid the foundation for future applications of
the S-HTM or similar networks to real-world navigation and
localization problems. Whilst we simulate input data in this
study as a proof-of-concept for effective shortest path planning,
future work will focus on integrating and processing real-
world sensor data with the S-HTM. This will allow more
complex experiments and benchmarks with other localization
and navigation systems, such as simultaneous localization and
mapping (SLAM) [59], [63].

The design of our proposed replay learning mechanism
will also allow a more efficient implementation on a range
of neuromorphic processors, since the threshold adaptation
requires only local learning. The spiking path planning and
place disambiguation could therefore be deployed as a neuro-
morphic navigation system on processors such as Loihi [15],
Speck [81], or SpiNNaker [13]. This fusion of neuromorphic
software and hardware would further allow for application-
oriented benchmarks of the back-tracing with respect to energy
efficiency and inference time.

Beyond navigation, our method provides a useful means of
learning and processing sequential information, with potential
benefits in a variety of applications, such as natural language
processing [82] or anomaly detection [46]. From a theoretical
perspective, we will further analyze the timing protocol used for
threshold adaptation and generalize it beyond S-HTM, while
drawing on insights from the Transition-Scale-Space model that
accelerates the retrieval of place-sequences in navigation [83].

In conclusion, we have demonstrated the effectiveness
of replay and threshold adaptation for path planning and
localization in a functional real-world use case, showcasing the
benefit of using biologically inspired neural networks, such as
SNNs, to perform complex sequence-based tasks in localization
and navigation.
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